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Introduction/Aim of Project

● Movie Recommendation Lab: We want to recommend a movie to a user, or know 
whether a user will like a certain movie, based on how they have rated previous movies. 

● (Movie, user) ratings can be represented by points in a matrix where the rows are the 
users, columns are the movies and ratings are the values. 

● However, much of this matrix is sparse, because not all users have rated every movie
○ Need to find way to predict values of missing 

● Singular value decomposition is a common method of Matrix  factorization for 
recommendation systems 

○ The model finds an association between the users and movies based on past ratings
○ Then it predicts the rating for the item in which the user may be interested 



Hypothesis

Performing Singular Value Decomposition(SVD) on a full dataset is beneficial for 
the accuracy of ratings of users on movies, in comparison to replacing null 
values with the movie’s average rating and then performing SVD on a subset of 
movies. 



Different Approaches to SVD matrix factorization:

● Method 1: Replace null values in the matrix with the average of that movie’s 
existing ratings. Then, Utilize Singular Value Decomposition (SVD) on a smaller 
subset of the ratings.

● Method 2: Utilize Stochastic Gradient Descent (SGD) to replace the null values 
and then SVD on the full matrix.

● To properly evaluate our methods, we will remove 10 points from the matrix, 
and replace them with null values

● Then we will use each separate method to replace the null values
● Perform SVD on each matrix
● Compare which method predicted these 10 ratings more accurately



Method 1

● We used a matrix including the 100 movies with the most ratings, not 
necessarily the best ratings

● We removed the following 10 ratings from the matrix, and replaced them with 
NaN

UserID 4 5 6 15 18 22 33 37 49 52

MovieID 3763 1380 1234 260 1544 3462 2396 480 1097 589

Movie Name F/X Grease The 
Sting

Star 
Wars: 
Episode 
IV

Lost 
World: 
Jurassi
c Park

Modern 
Times

Shakespe
are in 
Love

Jurassic 
Park

E.T. The 
extra 
terrestri
al

Terminat
or 2: 
Judgeme
nt Day

Actual 
Rating

3.0 4.0 4.0 5.0 4.0 5.0 4.0 3.0 4.0 5.0

Average 
Rating of 
that Movie

3.649 3.588 4.392 4.526 3.039 4.309 4.115 3.917 4.125 3.985



Reconstruction Method 1

Original Matrix
Original Matrix Matrix with Null Values 

Replaced
Extracted values from 
Reconstructed Matrix



Method 1 Predictions of our (user, movie) combos
UserID 4 5 6 15 18 22 33 37 49 52

MovieID 3763 1380 1234 260 1544 3462 2396 480 1097 589

Movie 
Name

F/X Grease The Sting Star Wars: 
Episode 
IV

Lost 
World: 
Jurassic 
Park

Modern 
Times

Shakespe
are in 
Love

Jurassic 
Park

E.T. The 
extra 
terrestrial

Terminator 
2: 
Judgemen
t Day

Actual 
Rating

3.0 4.0 4.0 5.0 4.0 5.0 4.0 3.0 4.0 5.0

Average 
Rating of 
that Movie

3.649 3.588 4.392 4.526 3.039 4.309 4.115 3.917 4.125 3.985

Method 1 
Prediction

3.65 3.586 4.4 4.524 3.038 3.636 4.131 3.899 4.123 3.983

Note: Method 1 Prediction is heavily influenced by the average rating of the movie. 



Method 2: Matrix factorisation using SGD

● We use SGD to create the vectors p and q.
● Weights matrix is dot product of p and q vectors, this 

produces a matrix, W, that connects Movie and user data.
● Formula for SGD: Wi = Wi - lr(∇W Loss), where W is the matrix 

with null values, lr = 0.001, ∇W Loss = rmse(input matrix, Wi)
● Essentially, every iteration of SGD, i’th iteration is a step 

towards the minima where the loss is minimum. 
● Size of the step that is taken is lr. 



Reconstruction Method 2

Original Matrix
Original Matrix Matrix with Null Values 

Replaced
Extracted values from 
Reconstructed Matrix





SGD and Overshooting: Problems/How to make it better

● The downside of this is that it can continuously overshooting if one does not 
reduce the learning rate properly. 

● In actual use cases, SGD has to be coupled with a decaying learning rate 
function

● A random initialization of vectors p and q affects how far the algorithm starts 
from the actual minima which affects the time and space complexity.

● Loss function needs to be differentiable, if it not then we cannot find the 
gradient and we cannot perform SGD.



Comparing predictions from Method 1 and Method 2

Movie 
Name

F/X Grease The Sting Star 
Wars: 
Episode 
IV

Lost 
World: 
Jurassic 
Park

Modern 
Times

Shakespe
are in 
Love

Jurassic 
Park

E.T. The 
extra 
terrestrial

Terminato
r 2: 
Judgemen
t Day

Actual 
Rating

3.0 4.0 4.0 5.0 4.0 5.0 4.0 3.0 4.0 5.0

Method 1 
Prediction

3.65 3.586 4.4 4.524 3.038 3.636 4.131 3.899 4.123 3.983

Method 2 
Prediction

3.225 2.344 4.023 4.912 3.805 4.762 3.054 2.518 3.413 3.264

SSE = 5.641192
RMSE: 0.75108

SSE = 7.3814
RMSE = 0.85915Method 2:Method 1:



Conclusion

● Method 2 (using SGD to replace nulls) is closer more of the time, but when it is 
wrong, it is very wrong

● When method 1 (replacing nulls with average rating) was farther from the actual 
rating, it was not too far off

○ Important to note that method 1 only used 100 values, whereas method 2 looked at entire 
dataset

● The added value of entire dataset and the intricacy of SGD is minimal and 
leads to poorer generalization

○ Is this because of size of dataset or method of replacing null values?

● Do we really need massive data analysis methods or is it better to just pick a 
set of movies?
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